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T his article collates the findings 
from the 5 MHz Experiment, 
a U.K.-based amateur radio proj-
ect involving a network of beacon 

transmitters and monitoring stations oper-
ating at 5.290 MHz. An analysis of the 
calibrated received signal-power measure-
ments, together with ionosonde frequency 
measurements and high-frequency (HF) 
signal and frequency predictions, led to a 
number of important results relevant to 
near vertical incidence skywave (NVIS) 
communications. The emphasis of this arti-
cle is on practical aspects of this technique 
for both professional and amateur users of 
the HF spectrum.

INTRODUCTION
NVIS propagation allows HF ionospher-
ic communication over relatively short 
distances, typically up to 400–500 km, 
using frequencies generally in the range 
of 2–10 MHz. This technique is important 
for military and humanitarian organiza-
tions as well as amateur radio operators, 
particularly during emergency situations 
when the normal power and communica-
tions infrastructure may have failed [1]. 
There can, at times, be substantial over-
lap between these seemingly disparate 
NVIS user groups. For example, the Mili-
tary Auxiliary Radio System in the United 
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States consists primarily of civilian radio amateurs supporting 
military communications [2]. Additionally, the Amateur Radio 
Emergency Service in the United States and the Radio Ama-
teurs’ Emergency Network in the United Kingdom provide 
volunteer communications for disaster situations as well as com-
munity radio services during normal times [3], [4].

This ionospheric-propagation technique primarily makes 
use of waves transmitted at high angles from the ground such 
that terrain obstructions (e.g., mountains) have little or no 
influence on signal strengths. Furthermore, direction finding 
on waves arriving from high angles is more difficult because 
bearing errors increase dramatically with decreasing range 
to the transmitter [5]. Bearing errors arise as a consequence 
of horizontal gradients in electron density or tilts in the 
ionosphere [6]. These characteristics make NVIS propaga-
tion an important tactical-communications technique at HF, 
although real-time ray tracing through a tilted ionosphere can 
lead to more reliable determination of transmitter locations 
on short-range links [7].

NVIS propagation is predominantly single hop via the F2 
region of the ionosphere; therefore, an appropriate choice of 
operating frequency is important for effective NVIS communi-
cations. Additionally, the antenna system needs to be designed 
to maximize radiation at high elevation angles [1].

The focus of this article is on frequency and signal-level 
predictions and measurements for NVIS links. Although the 
regional emphasis is on the United Kingdom, the findings are, 
in general, relevant to midlatitude locations, which are defined 
as ~30–60° geomagnetic latitudes, north or south. Discussions 
on NVIS propagation expand this coverage to a global context.

The details of the 5 MHz Experiment and the associated 
beacon network that operates at 5 MHz in the United Kingdom 
are presented. This is an important frequency for midlatitude 
NVIS communications during daylight hours, particularly at low 
points in the sunspot cycle when there is insufficient ionization to 
support propagation at higher frequencies and lower frequencies 
incur substantial D-region absorption. The importance of 5 MHz 
for NVIS communications was emphasized by the substantial 
spectrum negotiations, culminating in a modest secondary allo-
cation at 5 MHz to the amateur service, during the recent World 
Radiocommunication Conference [8]. Although an amateur 
radio project, the analysis of calibrated measurements obtained 
through this experiment resulted in a number of important find-
ings related to NVIS propagation that are of practical relevance 
to the HF user community, both professional and amateur.

THE 5 MHz EXPERIMENT

OVERVIEW
In 2002, the U.K. Ministry of Defence and the U.K. commu-
nications regulator (Ofcom) allowed radio amateurs access to 
five 3-kHz-wide channels at 5 MHz under a notice of variation 
to their licenses. Over the subsequent years, further channels 
have been made available. The Radio Society of Great Britain, 
which is the national society promoting the hobby, launched 
the 5 MHz Experiment to encourage antenna and propagation 
experimentation at this frequency.

TRANSMITTING AND RECEIVING STATIONS
As part of this project, a network of beacon transmitters was 
established [9], [10]. A number of radio amateurs established 
receiving stations for long-term monitoring of the beacon trans-
mitters. I analyzed data from five stations [60].

The call sign, location, and geographic coordinates of the 
transmitting and receiving stations are listed in Table 1, and 
Table 2 presents the geographic great-circle range and bearing 
from each transmitter to each receiving station. In total, there 
were nine NVIS links (i.e., ground range of <500 km).

Direct-conversion [or zero intermediate-frequency (IF)] 
receivers were used with the audio output sampled by a com-
puter sound card. Each receiver was calibrated for signal power 
by its owner. Transmitting antennas are inverted-vee dipoles. 
Receiving antennas also included inverted-vee dipoles as well 
as a nonresonant, asymmetric dipole and two electrically 
small active loops (one tuned and the other broadband). These ©
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antennas were modeled using Numerical Electromagnetics 
Code-2 antenna simulation software with appropriate ground 
electrical characteristics as input [11]. Simulated dipole gains 
were consistent with previously published measurements of 
field-deployed antennas [12]. Similarly, simulated loop-antenna 
gains agreed well with expectations for electrically small loops 
(e.g., [13]). The effective isotropic radiated power was ~8–23 W 
depending on the simulated transmitting-antenna gain and the 
assumed conducted power level [60].

MAXIMUM FREQUENCY SUPPORTED  
BY THE IONOSPHERE FOR NVIS PROPAGATION

TRADITIONAL NVIS MAXIMUM FREQUENCY DOCTRINE
Literature describing the practical use of NVIS-propagation 
techniques emphasizes that the maximum frequency sup-
ported by the ionosphere at vertical incidence is foF2 (e.g., [1], 
[5], and [15]). Frequently, foF2 is defined as the critical fre-
quency of the ionosphere—as if there were only a single critical  
frequency—and that the optimum working frequency (OWF) is 
approximately 0.85 times foF2. This doctrine encourages opera-
tion at low frequencies, which can lead to spectrum congestion, 
particularly during sunspot minima when maximum operating 
frequencies are low in the first place.

This section shows that these traditional NVIS-fre-
quency guidelines are incorrect and oversimplified by 

considering established ionospheric physics and the under-
lying theory associated with HF-propagation prediction 
software. Additionally, signal-to-noise ratio (SNR) measure-
ments from the 5-MHz beacon network are used in support 
of the already established theory [16]. Finally, I present a 
reason behind the incorrect use of foF2 as the maximum 
NVIS frequency. 

THE IONOSPHERE, MAGNETOIONIC THEORY,  
AND CRITICAL FREQUENCIES
The ionosphere is a weakly ionized plasma formed in the earth’s 
atmosphere through ionizing radiation—extreme ultraviolet and 
X-ray radiation—emitted by the sun. The chemical and physi-
cal processes associated with the ionosphere, and magnetoionic 
theory in general, are described in [17]–[19].

Two equations describe radio-wave propagation through the 
ionosphere: the Appleton equation and the magnetoionic polar-
ization equation [17]. To paraphrase Hunsucker and Hargreaves 
[20], “it is virtually impossible for an ordinary mortal to make 
much sense” of these equations “in their full glory.” Indeed, it 
could be argued that the HF user does not need to. However, 
some knowledge of the salient points could aid in the under-
standing of NVIS propagation at HF. Of most relevance to this 
discussion, the equations indicate that two characteristic waves 
propagate through the ionosphere: the ordinary wave (O-wave) 
and the extraordinary wave (X-wave).

TABLE 1. THE CALL SIGN, LOCATION, AND GEOGRAPHIC COORDINATES  
OF THE BEACON TRANSMITTING AND RECEIVING STATIONS.

Station Type Call Sign Location Geographic Coordinates

Transmitting GB3RAL Oxfordshire, United Kingdom 51.56° N, 1.29° W

GB3WES Cumbria, United Kingdom 54.56° N, 2.63° W

GB3ORK Orkney Isles, United Kingdom 59.02° N, 3.16° W

Receiving G3SET Lincolnshire, United Kingdom 53.39° N, 0.57° W

G3WKL Buckinghamshire, United Kingdom 52.10° N, 0.71° W

G4ZFQ Isle of Wight, United Kingdom 50.73° N, 1.29° W

G8IMR Hampshire, United Kingdom 50.91° N, 1.29° W

GM4SLV Shetland Isles, United Kingdom 60.29° N, 1.43° W

TABLE 2. THE GEOGRAPHIC GREAT-CIRCLE RANGE (BEARING) FROM THE BEACON  
TRANSMITTERS TO THE RECEIVING STATIONS [60].

Station G3SET G3WKL G4ZFQ G8IMR GM4SLV

GB3RAL 210 km
(14°)

70 km
(33°)

92 km
(181°)

74 km
(180°)

968 km
(0°)

GB3WES 189 km
(133°)

302 km
(154°)

435 km
(168°)

418 km
(167°)

639 km
(6°)

GB3ORK 646 km
(164°)

785 km
(167°)

929 km
(172°)

911 km
(171°)

170 km
(34°)
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These two waves follow different paths through the iono-
sphere, have orthogonal polarization, and experience different 
absorption. Additionally, the maximum frequency supported 
by the ionosphere—termed the critical frequency—differs for 
each characteristic wave, and each region within the ionosphere 
has critical frequencies associated with it. For example, the F2 
region critical frequencies are foF2 and fxF2 for the O- and 
X-waves, respectively.

The value of foF2 is directly related to the peak electron 
density of the F2 region, whereas fxF2 is also influenced by the 
earth’s magnetic field. The O- and X-wave critical frequencies 
for the F2 region are related through [17]

	 ,foF fxF fxF f2 2 2 H
2 2= - � (1)

where fH is the electron gyrofrequency, which depends on the 
earth’s magnetic field strength, also varying with location. If 
both foF2 and fxF2 are much larger than fH, then (1) reduces to 
the following approximation [17]:

	 f F f Fx o
f

2 2 2
H

.- .� (2)

IONOSONDES AND IONOGRAMS
An ionosonde measures the virtual reflection height of the iono-
sphere versus frequency. Figure 1 shows an ionogram taken at 
Chilton, United Kingdom (51.6° N, 1.3° W), using a Digisonde 
DPS-1 (Lowell Digisonde International, Lowell, Massachusetts) 
[21]. The red line represents the O-wave response, whereas the 
green line is that for the X-wave. The vertical asymptotes relate 
to their respective critical frequencies.

A model of the bottom-side ionosphere can be obtained 
through the analysis of the ionogram, usually obtained auto-
matically. Digisonde uses automatic real-time ionogram 
scaler with true height (ARTIST) software with key param-
eters tabulated on the left of the ionogram [22]. It has been 
assumed that ARTIST interpretation errors occur infre-
quently, although it is noted an expert system for validating 
ionograms failed about one-third of the time [53]. ARTIST 
outputs foF2 but not fxF2. A related parameter is fxI, which 
is the maximum recorded F region frequency and provides a 
measure of the degree of spread F associated with the over-
head ionosphere [23]. Spread F is typically a low- or high-
latitude phenomenon that gives rise to range or frequency 

FIGURE 1. A Chilton ionogram at 1300 coordinated universal time (UTC) on 1 December 2008 [16].



20 IEEE Antennas & Propagation Magazine d e c e m b e r  2 0 1 6

spread on an ionogram [17]. When spread F is uncommon, 
the median fxI is equal to the median fxF2 [24]. On this 
assumption, fxI has been used in lieu of fxF2 for ionosonde 
data analysis in this article.

AMBIGUITY REGARDING THE MAXIMUM USABLE FREQUENCY
At first glance, it would appear that the term maximum usable 
frequency (MUF) is easily understood. However, its meaning is 
very much context dependent with regard to HF ionospheric 
propagation, which can lead to misinterpretation and misun-
derstanding. In one case, the MUF is the instantaneous value 
observed or measured for a given link at a given time and 
date. In the other, it refers to the monthly median value that 
is observed or measured. An alternative term for the instan-
taneous MUF, which I prefer, is the maximum observed fre-
quency (MOF) [25].

The ionogram in Figure 1 also shows predicted MUF values 
for different length links (distances in kilometers) with Chilton 
as the midpoint of the link. These are instantaneous MUF, or 
MOF, values based on a single ionosonde measurement at a 
given time and date. Of relevance to this discussion is the pre-
dicted MUF (5.7 MHz) for a 100-km link (i.e., an NVIS link), 
which is comparable to the measured fxI (5.75 MHz). In other 
words, the ionosonde-measured fxI, a proxy for the X-wave 
critical frequency, is an indication of the instantaneous MUF/
MOF for an NVIS link. By contrast, HF-propagation prediction 
routines attempt to predict the monthly median MOF, among 
other parameters.

PREDICTIONS OF THE MUF
During World War II, the use of HF for short- and medi-
um-range operational purposes intensified, leading to the 
development of HF prediction methods within a number 
of organizations, including the Service de Prévision Iono-
sphérique Militaire in France, the Central Radio Propagation 
Laboratory of the National Bureau of Standards in the United 
States, and the Interservices Ionospheric Bureau in the United 
Kingdom. These methods considered the X-wave contribution 
to the MUF [26], [27].

Over time, HF prediction methods became automated, 
which enabled the selection of optimum operating frequen-
cies without the use of complicated charts and nomograms. 
Unfortunately, the automation of these prediction meth-
ods has hidden the role of the X-wave in MUF predictions 
from the HF user. Examples of modern HF prediction soft-
ware include the Advanced Stand Alone Prediction Sys-
tem (ASAPS) [28], the Voice of America Coverage Analysis 
Program (VOACAP) [25], [29], and the software program 
associated with International Telecommunication Union 
Radiocommunication Sector (ITU-R) Recommendation P.533 
(ITURHFPROP) [30], all of which can calculate the expected 
MUF—in this case, the monthly median MOF—for a given 
link at a given time.

For zero ground distance (i.e., vertical incidence), ASAPS, 
ITURHFPROP, and VOACAP revert to the same equation to 
calculate the F2 region MUF,

	 ,foF2MUF f
2
H

= + � (3)

which is, in effect, the approximation for the X-wave critical 
frequency in (2). The draft IONCAP Theory Manual [31] and 
ITU-R Recommendation P.533 [30] provide more detailed 
equations for calculating the F2 region MUF for nonzero 
ground distances that are used in VOACAP and ITURHF-
PROP (and, effectively, ASAPS).

SNR MEASUREMENTS USING THE 5-MHz BEACON NETWORK
Comparisons of signal strength and/or SNR measurements 
from the 5-MHz beacon network with ionosonde measurements 
clearly show agreement with (3) and that the O-wave critical 
frequency foF2 is not the maximum frequency supported by 
the ionosphere for NVIS links [16]. The latter fact is evident in 
Figure 2, which shows the peak signal-to-average-noise ratio for 
GB3RAL measured at G3WKL against the Chilton ( )secfxI {

in September 2007. In this case, fxI has been modified by the 
secant law because the ionosphere supports higher frequencies 
for waves at oblique incidence [17]. Although application of the 
secant law to the ionosonde foF2 and fxI measurements is tech-
nically correct, it is not entirely necessary for short NVIS links 
because ( )sec 1.{  for short ground ranges and reflection from 
the F2 region.

A near-step increase in SNR occurs only when ( )secfxI {

exceeds the beacon operating frequency of 5.290 MHz, which 
is consistent with (3) and emphasizes the importance of the 
X-wave in NVIS propagation. By contrast, plotting the same 
beacon data against ( )secfoF2 {  (not shown here) would show 
a near-step increase in SNR at ~4.60 MHz, which contradicts 
traditional NVIS-frequency guidelines.

HAPPY HOUR
Recently, Dutch researchers have coined the term Happy Hour 
as the period of time when the ionospheric-propagation path is 
open with only the X-wave propagating [32]. The Happy Hour 
duration depends on the rate of change of electron density 
within the ionosphere, which is determined by the season and 
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FIGURE 2. A measured GB3RAL SNR at G3WKL against Chilton 
fxIsec( ){  in September 2007 [16]. 
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state of the sunspot cycle. For example, the 
Happy Hour might be only ~30 min dur-
ing the winter, whereas it could be a few 
hours during the summer.

Figure 3 compares the Chilton foF2 
and fxI with the sound-card signal level 
for the GB3RAL beacon received at 
G4ZFQ in February 2010. The data 
points represent instantaneous mea-
surements, and the solid lines represent 
the monthly median of the respec-
tive measurements. At ~0730 UTC, 
the monthly median signal level rises 
sharply as the monthly median fxI 
exceeds the beacon operating frequen-
cy, whereas it is another 30 min before 
the monthly median foF2 exceeds the 
beacon frequency at ~0800 UTC.

During sunspot minima, when electron 
densities and, therefore, maximum fre-
quencies supported by the ionosphere are 
low, it is possible that only the X-wave is 
supported at the operating frequency. For 
example, Figure 4 compares the Chilton 
foF2 and fxI with the sound-card signal 
level for the GB3RAL beacon received 
at G3WKL in January 2009, and, for the 
majority of this month, the ionosphere sup-
ported only the X-wave at 5.290 MHz. In 
this example, the median duration of the 
Happy Hour is approximately 5.5 h. Again, 
these data illustrate the relevance of the 
X-wave for NVIS propagation.

COMPLICATIONS ASSOCIATED  
WITH THE IONOSPHERE

IONOSPHERIC VARIABILITY
Median curves derived from measure-
ments over a long period of time (e.g., 
one month) typically show smooth char-
acteristics that mask any short-term vari-
ability. Median measurements show good 
long-term correlation with the smoothed 
sunspot number (SSN)—a useful and 
convenient solar index derived from 
monthly observed sunspot numbers aver-
aged over a 12-month period—but the 
short-term correlation is poor because 
solar flux characteristics exhibit chaotic 
behavior [33]. The National Oceanic and 
Atmospheric Administration provides 
seven-day plots of foF2, in which general 
trends are obvious [34]. Typical Chilton measurements would 
show foF2 as greatest around midday and lowest in the night 
during winter months, but there would also be an indication of 

the critical frequency variability that can arise over relatively 
short time periods (e.g., frequency changes of a few hundred 
kilohertz in <1 h).
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ABSORPTION
Collisions among electrons, neu-
tral molecules, and ionized par-
ticles within the ionosphere result 
in absorption of radio-wave ener-
gy. Ionospheric absorption can be 
defined as nondeviative and devia-
tive. For nondeviative absorption, 
the X-wave experiences greater 
absorption than the O-wave, par-
ticularly at frequencies approach-
ing the electron gyrofrequency [17]. This effect can be observed 
on daytime ionograms, where X-wave returns lower than  
~4 MHz are not present owing to substantial D-region absorp-
tion (for example, see Figure 1). Deviative absorption occurs 
when the operating frequency at vertical incidence is close to the 
critical frequency, and its effect is shown in Figure 2 as a ramp-
up in SNR rather than a step change once ( )secfxI {  exceeds 
the beacon transmit frequency. At lower frequencies, excessive 
absorption renders the X-wave ineffective, whereas absorption of 
the two waves is comparable above ~5–8 MHz [35].

POLARIZATION
Wave polarization depends on geomagnetic latitudes and angles 
of incidence. A wave entering the ionosphere separates into 
the two characteristic waves. The region at the bottom of the 
ionosphere is the limiting region because the polarization of a 
downcoming wave no longer varies with height once it passes 
below, and the polarization acquired here is the limiting polar-
ization [36]. Polarization is circular at a magnetic dip pole (i.e., 
±90°), whereas the two characteristic waves are linearly polarized 
at the magnetic dip equator. In the latter case, an antenna aligned 
north–south excites only an O-wave, whereas it excites only 
the X-wave when aligned east–west [17]. At midlatitude loca-
tions, these waves are elliptically polarized with opposite senses 
of rotation; polarization becomes highly elliptical at medium 
frequencies, whereas it tends to circular polarization at higher 
frequencies [37].

The sense of rotation for circular polarization is described 
as either left- or right-hand circular polarization. Unfortunately, 
two definitions for the sense of rotation exist: a classical optics 
definition and the IEEE definition [38]. Budden [39] empha-
sized that care is required when interpreting work by other 
authors on wave polarization through the ionosphere.

Some classic ionospheric texts (e.g., [17] and [18]) describe 
the sense of rotation relative to the direction of the magnetic 
field, presumably to avoid any confusion about the polariza-
tion. Davies [17] provides a useful rule for remembering the 
sense of rotation: “When the thumb points in the direction of 
the magnetic field B0, the rotation of the extraordinary-wave 
vectors is given by the fingers of the right hand; the rotation 
of the ordinary-wave vectors is given by the fingers of the left 
hand.” It is evident that the polarization of the upward wave 
is opposite that of the downward wave at vertical incidence. 
Although not commonly described in HF literature, Witvliet 
[40] refers to this fact.

For a linearly polarized upward 
wave at vertical incidence at mid-
latitudes, the power is divided 
approximately evenly between each 
characteristic wave. At frequencies 
where absorption is similar for the 
O- and X-waves, received power 
levels will be comparable, which 
can result in polarization fading if 
these two waves recombine in the 
limiting region to form a linearly 

polarized wave. The resultant electric field rotates over time in a 
manner related to the total electron content of the path through 
the ionosphere. This effect is known as a Faraday rotation [17].

RADIO NOISE
External noise sources—atmospheric, galactic, and man-
made—tend to limit HF-receiver sensitivity. Owing to the 
simultaneous presence of multiple strong signals, HF receivers 
do not, as a rule, have low noise figures but instead require good 
strong-signal-handling capabilities [41].

Generally, noise levels decrease as the operating frequency 
increases [42]. The existing frequency-of-optimum-traffic 
(FOT) guideline encourages operation at lower frequencies 
where noise levels might be higher. Operation at higher fre-
quencies might yield an improved SNR, although the path loss 
is less at lower frequencies, which would offset the increased 
noise to some extent.

CONUNDRUM REGARDING EMPHASIS ON foF2
These results raise the question as to why traditional NVIS 
literature has placed the emphasis on the O-wave critical fre-
quency foF2 as being the highest frequency supported by the 
ionosphere. An explanation is offered that, to the best of my 
knowledge, has not previously been presented.

Substantial work relating to NVIS propagation—specifi-
cally, quasi-transverse propagation—was carried out by U.S. 
researchers during the Vietnam War in the 1960s and 1970s 
(e.g., [43]–[45]). This part of Southeast Asia is very close to the 
magnetic dip equator, where the limiting polarization of the 
characteristic waves at vertical incidence is linear and where 
there would be a risk of polarization mismatch if linearly polar-
ized NVIS antennas were oriented orthogonal to each other. 
Nacaskul [45] showed that excitation of the O-wave (i.e., north–
south alignment) generally produced stronger signals than when 
the X-wave was excited (i.e., east–west alignment), which led to 
the primary recommendation that antennas should be aligned 
north–south. In the event that the O-wave is not supported on a 
particular frequency, then east–west alignment should be tried 
if diversity systems are available.

I believe that it is highly unlikely—not to mention impracti-
cal—that soldiers under difficult wartime conditions would 
experiment with antenna orientation. The simplest and lowest-
risk approach would be to orientate antennas north–south for 
O-wave excitation alone. Consequently, the O-wave critical 
frequency foF2 would be the maximum frequency supported by 

The guideline that 
foF2 is the maximum 
vertical-incidence 
frequency is location 
specific.
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the ionosphere under this antenna 
configuration. The guideline that 
foF2 is the maximum vertical-inci-
dence frequency is location specific. 
However, over time, this guideline 
has been applied in a global context, 
and its technical origins appear to 
have been forgotten.

MAXIMUM NVIS-OPERATING-
FREQUENCY GUIDELINES
A MOF-seeking approach should be adopted when select-
ing NVIS operating frequencies to maximize the received 
SNR with the additional benefit of reducing congestion 
at lower frequencies [5]. To identify the MOF (or at least 
refine the MOF estimate), some form of real-time channel 
evaluation is required. Ionosondes could be used for NVIS 
links, but automatic link establishment (ALE) systems, in 
which a bank of channels is sounded to identify the chan-
nel with the best link quality, have become the norm [46]. 
ALE systems have evolved over recent years to a third gen-
eration capable of supporting wide-band-HF-modulation 
schemes [47]. Lane [48] provided guidelines for selecting 
the range of suitable ALE frequencies based on HF-
propagation prediction tools.

Owing to ionospheric variability as well as increased 
deviative absorption, it would be prudent not to operate too 
closely to the NVIS MOF in case of a rapid loss of signal. 
Additionally, wave polarization (which is frequency and loca-
tion dependent) and antenna orientation need to be consid-
ered. Ultimately, the amount of frequency margin required 
will depend on consideration of these different parameters, 
how critical a given link is, and for how long a link outage 
could be tolerated before the link is reestablished.

COMPARISON OF IONOSONDE VERTICAL-INCIDENCE 
MEASUREMENTS WITH HF-PROPAGATION PREDICTIONS

BACKGROUND
In the design of an NVIS system, the selection of a good 
operating frequency is important. If the operating fre-
quency is too high, then the radio waves simply penetrate 
the ionosphere, whereas if it is too low, absorption might be 
excessive. HF-prediction software facilitates the choice of 
frequencies. This section compares Chilton ionosonde fre-
quency measurements with ASAPS and VOACAP frequency 
predictions [49], [54].

FREQUENCY DEFINITIONS RELATING  
TO MONTHLY MEDIAN VALUES
HF-propagation prediction software such as ASAPS and 
VOACAP attempt to predict the statistical spread of usable 
frequencies for a given link over a set time period (usually one 
month). ITU-R Recommendation P.373 provides definitions 
of maximum and minimum transmission frequencies relevant 
to HF-propagation predictions, including the MUF, which is a 

median value (i.e., monthly median 
MOF) [5], [50].

The OWF and the highest 
probable frequency (HPF) exceed 
the MUF in 90% and 10% of the 
specified period, respectively. In 
this context and assuming that one 
month has 30 days, the OWF is 
expected to be supported on 27 days  
of a month, whereas the HPF 
should be available on three days 

of the month. Consequently and potentially confusing, it is 
possible for operation at frequencies above the MUF (ATM).

The OWF is a misleading term because there is no indi-
cation as to the performance or quality of service [51]. In 
other words, system performance may not be optimum at 
the OWF. The merit of the OWF is perhaps best understood 
when considering frequency allocations from a licensing 
perspective. If only one frequency were to be made avail-
able and there was an expectation that the frequency must 
be supported on most days of the month (e.g., 90% of days), 
then the OWF would be the frequency of choice.

HF PREDICTIONS AND CHILTON IONOSONDE MEASUREMENTS
The ASAPS and VOACAP vertical-incidence-frequency predic-
tions were compared with Chilton ionosonde measurements 
from 1996 to 2010 [49]. VOACAP method 9 predicts the MUF, 
HPF, and FOT (equivalent to the OWF) and uses the SSN as 
the solar index to drive predictions [25]. ASAPS predicts the 
MUF, OWF, and upper decile (UD; equivalent to the HPF) 
and uses the T index (an effective sunspot number based on 
global ionosonde foF2 measurements) to drive its frequency 
predictions. [52]. The HF MUF predictions were compared 
with the monthly median foF2 and fxI on a month-by-month 
basis. Likewise, the predicted OWF/FOT and UD/HPF were 
compared with the measured lower-decile (LD) and UD 
frequencies respectively.

COMPARISON RESULTS
ASAPS tended to predict the X-wave critical frequency, thereby 
showing consistency with (3), whereas VOACAP was more 
conservative in its prediction of the MUF (i.e., VOACAP pre-
dicted lower frequencies). The average differences between the 
measured and predicted MUF from 1996 to 2010 inclusive are 
presented in Table 3.

Both ASAPS and VOACAP (the latter more so) were conser-
vative in their predictions of the LD frequencies. For the UD 
frequencies, ASAPS again showed consistency with (3), whereas 
VOACAP was again conservative in its frequency prediction.

ALE-frequency–planning guidelines recommend the use 
of frequencies from just below the lowest FOT/OWF up to the 
highest HPF/UD [48]. From this analysis, ASAPS appears to 
be a better choice than VOACAP for preparing ALE-frequency 
scan lists for U.K. NVIS links.

Statistics summarized in a single table fail to describe mul-
tiple facets observed over a complete solar cycle. For example, 

To identify the MOF (or 
at least refine the MOF 
estimate), some form 
of real-time channel 
evaluation is required. 
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both the ASAPS- and VOACAP-
predicted MUF tended toward 
foF2 lower than ~4 MHz during 
winter months, particularly around 
the sunspot minimum. These dis-
crepancies could be due to Chilton 
autoscaled foF2 values exhibiting 
positive errors at low frequencies 
[54], [55]. Spread F might also con-
tribute to the observed inconsis-
tency with (3). Although spread F 
is typically a low- and high-latitude 
phenomenon, high-latitude spread 
F begins at ~40° geomagnetic lati-
tude. Furthermore, high-latitude 
spread F occurs mostly during the night [37]. Nighttime verti-
cal-incidence frequencies during the winter tend to be low 
(i.e., <4 MHz). A recent study presents the statistics of nighttime 
spread F observed at a midlatitude location over a full solar 
cycle [56].

From 1996 to 2010, ASAPS MUF predictions were within 
~10% of fxF2, except at low or negative values of the T index. 

VOACAP was relatively consistent, 
albeit conservative, in its prediction 
of the MUF, except for high SSNs 
(i.e., more than ~100). VOACAP 
is likely to be inaccurate or overly 
pessimistic for MUF predictions 
on U.K. NVIS links when the dif-
ference between the T index and 
SSN (i.e., T − SSN) exceeds ~15, as 
illustrated in Figure 5.

Although the SSN can be use-
ful for long-term forecasting of 
HF propagation, the sun’s chaotic 
behavior makes short-term fore-
casting more difficult using daily 

sunspot numbers. Predictions using ersatz indices (e.g., T index) 
are known to outperform predictions using direct indices such 
as the SSN. Furthermore, the sunspot number is only a circum-
stantial index with regard to predicting ionospheric propagation 
[5]. Goodman [33] suggested that taking a five-day average of 
effective sunspot numbers strikes a good balance.

COMPARISON OF 5-MHz BEACON MEASUREMENTS  
WITH HF-PROPAGATION PREDICTIONS

OVERVIEW
Some limited work has compared SNR measurements with 
VOACAP predictions for NVIS links [57]. Another study com-
pared median signal-power measurements, including a 490-km 
NVIS link, with ASAPS and VOACAP predictions over a ten-
month period [58].

Since its inception, a large database of automatic beacon 
measurements has resulted from the 5 MHz Experiment. The 
early analysis of beacon data indicated that high-reliability 
(i.e., >90%) NVIS links could be achieved using narrow-band 
modes (e.g., below ~500 Hz) at typical man-pack power levels 
(e.g., 10–20 W) when received in low-noise environments [14]. 
It was also found that SNR measurements could be strongly 
affected by cochannel interference, even over one month. 
For example, SNR measurements for the GB3ORK-GM4SLV 
link in November 2009 showed a notch in the SNR between  
~1200 and 1300 UTC, which was probably caused by regular 
cochannel interference. For this reason, signal-power levels 
were analyzed instead of the SNR. This section compares 
the measured signal-power levels against those predicted by 
ASAPS and VOACAP for nine NVIS links over a 23-month 
period from May 2009 to March 2011 during the last sunspot 
minimum [59], [60].

PREDICTIONS OF MEDIAN SIGNAL-POWER LEVELS
VOACAP predictions used method 20 (complete system perfor-
mance) with Consultative Committee on International Radio 
coefficients and the SSN as input. The VOACAP sporadic E 
model was not enabled [25]. The ASAPS T index was negative 
for some months, meaning that the observed ionospheric condi-
tions were worse than expected for the nonzero, positive SSN. 
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FIGURE 5. The monthly mean difference between Chilton 
measurements and the VOACAP MUF against T − SSN [49].

TABLE 3. THE AVERAGE DIFFERENCES  
BETWEEN THE MEDIAN CHILTON 

MEASUREMENTS AND PREDICTIONS  
(1996–2010) [49].

Measurement 
(50%) Prediction

Mean  
(MHz)

Standard 
Deviation (MHz)

fxI ASAPS  
MUF

0.09 0.25

foF2 −0.65 0.25

fxI VOACAP  
MUF

0.48 0.31

foF2 −0.25 0.30

Although the SSN can 
be useful for long-
term forecasting of HF 
propagation, the sun’s 
chaotic behavior makes 
short-term forecasting 
more difficult using 
daily sunspot numbers. 
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In view of the transmitting- and receiving-antenna types used, 
the ASAPS approximation algorithm was used to determine 
median signal levels [28]. The ASAPS and VOACAP hourly pre-
dictions were interpolated to 15-min intervals to coincide with 
the beacon transmit interval.

COMPARISON OF SIGNAL-LEVEL  
MEASUREMENTS AND PREDICTIONS
Figure 6 shows an example of signal measurements and the 
corresponding ASAPS and VOACAP median signal predic-
tions observed for the GB3RAL-G3WKL link in March 
2010. Differences tend to increase at the start and end of 
NVIS propagation, corresponding to a low ASAPS probabil-
ity or VOACAP MUFday. Signal-level measurements show a 
small spread during the day. This particular example shows 
very good correlation between median measurements and 
predictions. However, some measurements for other months 
show less agreement. The statistics from all nine NVIS links 
were viewed together. If taken in isolation, measurements 
showing large differences from predictions could be viewed 
as being in error.

The root-mean-square (rms) difference between the medi-
an signal levels and predictions when VOACAP MUFday 
and ASAPS probability were >0.03 (i.e., ionospheric support 
for the primary mode is expected on at least one day in the 
month) appeared to show a cyclical trend, which was much 
more apparent when limiting the comparison to a smaller 
time window at approximately 1200 UTC, as shown in Fig
ure 7 for VOACAP predictions. The rms differences were low 
in September, October, November, and March. By contrast, 
the rms differences were larger during the day in the summer 
months (April to August) and during the winter (December to 
February). ASAPS predictions showed greater rms differences 
than VOACAP during the summer but lower rms differences 
during the winter.

The summer differences could be related, in part, to the 
absorption effects (both deviative and nondeviative). The great-
er spread in signal levels during the summer daytime suggests 
the presence of multiple propagation modes, including sporadic 
E, which might have influenced the measurement statistics. 
The greater absorption observed in December, January, and 
February is consistent with the winter anomaly when there is 
anomalously high absorption.

Table 4 presents the range of mean differences and the 
overall rms differences. Both ASAPS and VOACAP appeared 
to overestimate the median signal level for the NVIS links at 
5.290 MHz, based on the assumption that the prediction-input 
and antenna-modeling parameters were valid. On the whole, 
VOACAP showed slightly lower rms and mean differences 
between the measurements and predictions than ASAPS for 
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these NVIS links at 5.290 MHz over a 23-month period during 
the recent solar minimum.

ATM PROPAGATION

BACKGROUND
The beacon measurements frequently showed evidence of 
ATM propagation during the night when valid signal mea-
surements were recorded. During this period, ASAPS prob-
ability and VOACAP MUFday predictions were zero (i.e., 
ionospheric support of the primary mode was not predicted). 
Measured critical frequencies at Chilton were below the oper-
ating frequency. The propagation mechanism was not NVIS 
but might have been a two-hop ground (or sea) side-scatter 
mode [61]. The median signal levels were generally 30–40 dB 
lower than the typical daytime levels. Therefore, these links 
might have been more effective at lower operating frequen-
cies, where true NVIS propagation would actually have been 
supported by the ionosphere.

PREDICTION OF ATM LOSS
The ITU-R describes various propagation mechanisms that may 
give rise to propagation above the basic MUF (ABM) as well as 
a number of loss models, including the ITU-R Recommendation 
P.533 model [62]. Until recently, for F2 modes up to a range of 
7,000 km, the ABM-loss model was given by [63]

	 L f
f

36 1m
b

2
1

= -e o= G � (4)

or 62 dB, whichever is smaller. The working frequency is given 
by f, and fb is the basic MUF.

The latest version of ITU-R Recommendation P.533 at 
the time of writing this article predicts 5 dB of additional loss, 
although no information was provided regarding this change [30]:

	 L f
f

536 1m
b

2
1

+= -e o= G .� (5)

The purpose of predicting the ATM/ABM losses is less use-
ful for SNR and reliability predictions on wanted links. Instead, 
the primary interest is for the prediction of interfering signal 
levels [64].

VOACAP incorporates an ATM-loss model, although the 
maximum ATM-loss limit is only 25 dB, which may be too 
low [65]. Related to this ATM-loss limit, it was found that 
VOACAP reliability predictions can be in error for short-range 
links at substantially ATM frequencies. Under these circum-
stances, users should carry out their own validation of the 
prediction data [66].

COMPARISON OF MEASURED BEACON-SIGNAL  
LEVELS AND PREDICTED ATM LOSS USING  
IONOSONDE FREQUENCY MEASUREMENTS
The ITU-R ABM loss was calculated using (4) with the Chilton 
median foF2 and fxI—fxI, in lieu of fxF2—as the basic MUF 
values. The median beacon-signal level against time was then 
adjusted by the predicted ABM loss.

Figure 8 shows the median signal level for the GB3RAL 
beacon received at G4ZFQ (solid black line) as well the pre-
dicted ABM loss using the median foF2 and fxI in February 
2010. The ABM loss using foF2 (dashed red line) was evidently 
greater than that using fxI (dashed blue line), which is to be 
expected considering (1) and (2). Modifying the beacon-signal 
level by the predicted ABM losses resulted in the solid red and 
blue lines using the foF2 and fxI measurements, respectively, as 
the basic MUF in (4).

The solid red line in Figure 8 uses the median foF2 value 
to predict the ABM loss. When ATM propagation occurs, the 
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TABLE 4. THE RANGE OF MEAN DIFFERENCES BETWEEN THE MEASUREMENTS  
AND PREDICTIONS FOR ALL LINKS DURING THE MEASUREMENT PERIOD [60].

VOACAP (MUFday > 0.03) ASAPS (Probability > 0.03) VOACAP (~1200 UTC) ASAPS (~1200 UTC)

Mean (dB) −4 to −12 −8 to −14 −6 to −11 −6 to −12

Overall rms (dB) 7–15 9–16 7–12 7–13
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adjusted beacon-signal level is comparable to the unadjusted 
signal level during the day (~0800–1700 UTC). Inspection of 
Figure 8 suggests that use of (5) might provide better agree-
ment than (4). The dotted black line shows the difference 
between the predicted ABM losses using foF2 and fxI. The 
latter data are plotted against the Chilton foF2 in Figure 9. Also 
shown are the expected differences using the exact (blue line) 
and approximate (red line) expressions as given by (1) and (2), 
respectively. There is good agreement when the exact relation-
ship given by (1) is used.

This analysis indicates that there is an inconsistency 
with the current ITU-R Recommendation P.533 with 
regard to the basic MUF term. The calculation of the 
basic MUF tends to the X-wave critical frequency fxF2 
for zero ground distance (i.e., NVIS links). However, the 
ABM-loss model appears to agree well with measurements 
when the O-wave critical frequency foF2 is used as the 
basic MUF. Using fxF2 (or fxI) as the basic MUF in (4) or 
(5) underpredicts the ATM/ABM loss by ~8–14 dB. This 
difference may be relevant for predictions of interference 
from nearby transmitters.

SUMMARY
This article presented numerous findings obtained through the 
analysis of beacon-signal-power measurements from the 5 MHz 
Experiment. These important findings relate to
1)	 maximum NVIS-operating-frequency definitions
2)	 U.K. NVIS-frequency predictions
3)	 U.K. NVIS-signal-power predictions
4)	 ITU-R above-the-loss models.

The findings are of practical relevance to professional and 
amateur users of NVIS-communications techniques.
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